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Abstract 

The effect of the slope and area thresholds of a digital integrator on the calculation of component numbers with 
the statistical model of overlap (SMO) is critiqued. As these thresholds increase, the numbers of maxima 
recognized by the integrator and components calculated with the SMO both decrease. With modest changes in 
threshold, the maxima and component numbers decrease proportionally, such that their ratio remains constant. For 
larger changes in threshold, the number of components usually decreases more rapidly than the number of maxima. 
Computer simulations are developed that confirm the general trend of these observations. The implications of these 
variations are discussed. 

1. Introduction 

The statistical model of overlap (SMO) has 
been used by this [l-3] and other groups [4-81 to 
estimate the quality of separation in chromato- 
grams of complex mixtures. These estimations 
are based on either an interpretation of the 
numbers of maxima in a series of chromatograms 
of different peak capacity [2,4,6,8], or an inter- 
pretation of the distribution of intervals between 
adjacent maxima in a single chromatogram [l- 
3,571. By either interpretation, several statisti- 
cal parameters can be calculated, including the 
expected number of mixture components, the 
expected numbers of singlet and multiplet peaks, 
and the probability of resolving components as 
single-component peaks. The SMO and its appli- 
cations have been reviewed recently [9]. 

* Corresponding author. 

Because these parameters are calculated from 
the numbers of, or intervals between, chromato- 
graphic maxima, they depend intimately on the 
mechanics of peak detection and processing. 
Commonly, both the numbers of peaks and their 
retention times (from which intervals between 
peaks are calculated easily) are determined by 
digital integrators. Regardless of their commer- 
cial origin, these integrators process chromato- 
graphic signals in a similar manner. Further- 
more, many integrator settings are adjustable by 
the scientist. Thus, the scientist has considerable 
influence over the number of peaks determined. 

The subject of this paper is the dependence of 
the most important statistical parameter, the 
number of mixture components, on the process- 
ing of peaks by a commercial integrator. The 
stimulus for this work was a previously reported 
observation based on gas chromatograms of a 
coal-tar extract [3]. When retention times were 
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determined by an integrator, the numbers of 
maxima and estimates of component number 
increased with increasing flow-rate. In contrast, 
when retention times were determined by visual 
inspection and manual digitization, the numbers 
of maxima decreased slightly with increasing 
flow-rate and estimates of component number 
were largely independent of flow-rate. It was 
suggested (but not proven) that the slope thres- 
hold of the integrator was responsible for this 
difference. The most important observation was 
that the means of peak processing -in one case 
by a digital integrator and in the other by eye- 
had a pronounced effect on the value of statisti- 
cal parameters. 

To our knowledge, a systematic experimental 
study of the effects of peak processing on SMO 
predictions has not been reported. The closest 
related work is by Dondi et al. [6], who inter- 
preted computer-simulated chromatograms con- 
taining 50 major components and from 0 to 500 
minor components. The latter were added to 
determine if their presence affected the statistical 
interpretation of the number of major compo- 
nents (the effect was small). In that study, 
however, all maxima below a certain amplitude 
were ignored. This differs from the study here, 
in which maxima are detected in some chromato- 
grams but not in others. 

Integrators have qualitative and especially 
quantitative limitations, which have been dis- 
cussed by several authors [lo-131. Because inte- 
grators are fairly ubiquitous in the separation 
laboratory, we have examined the effect of two 
major parameters on the predictions of the 
SMO. In brief, 30 gas chromatograms of lime oil 
were developed under conditions appropriate to 
interpretation by the SMO. These chromato- 
grams were processed differently, however, by 
varying systematically the electrometer amplifi- 
cation of the gas chromatograph and the slope 
and area thresholds of the integrator. The princi- 
pal effect of this processing was to cause the 
retention times and areas of small maxima to be 
determined in some chromatograms but not in 
others. Thus, the sequence of determined re- 
tention times varied from chromatogram to chro- 
matogram. The numbers of components detected 

then were estimated from these retention-time 
sequences by a well established procedure. 
Because these sequences differed for different 
processing conditions, the number of detected 
components also differed. In total, 480 different 
sequences of retention times were interpreted. 

To lend credence to the interpretation of these 
sequences, we also determined retention times in 
480 computer-simulated chromatograms using an 
in-house algorithm superficially similar to that of 
the integrator. The results of those interpreta- 
tions closely, although not identically, paralleled 
those determined by experiment. 

It should be noted that the word “detected” is 
used loosely here to indicate signals that are 
recognized and interpreted by the integrator. 
Signals that were truly detectable (i.e., statisti- 
cally above the noise level) consequently will be 
described as’ undetected, if they were not so 
recognized and interpreted. 

2. Theory 

The expected number E of single-component 
peaks (SCPs) detected by the integrator was 
determined by the so-called single-chromato- 
gram method, which is based on the SMO and is 
described elsewhere [5,14]. In brief, the differ- 
ences between the retention times of adjacent 
maxima in an interval of temporal span X were 
compared to a series of arbitrary times. The 
numbers p’ of intervals between adjacent max- 
ima greater than _Y(; were determined and 
graphed against x(,/X as 

In p’ = In 7% -Zix[,/X (1) 

For SCPs distributed in accordance with Poisson 
statistics (i.e., distributed randomly throughout 
the chromatogram), values of In p’ are constant 
for small x6/X values but then decrease linearly 
as x;lX increases [14]. In this case, a line fit to 
the linear region has a slope equal to -iE and an 
intercept equal to in 7%. The two E estimates so 
determined are designated m,, and mint respec- 
tively, and are pooled to obtain a weighted 
estimate of E, which is designated ma,_. The 
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algorithm for pooling m,, and mi, is outlined 
elsewhere [l]. The resultant estimate, mave, is an 
estimate to the actual number m of detectable 
SCPS. 

To obtain accurate estimates, m,, and min 
should agree closely, the graph of In p’ vs. x;lX 
should be linear (except for small x;lX values), 
the density of maxima in region X should be 
constant, and (Y should be less than 0.5 or so, 
when determined as 

P, a= -ln- 
m ave 

where p, is the number of maxima detected by 
the integrator [2,14]. Unless noted otherwise, 
these criteria were satisfied fairly well in this 
study. 

3. Procedures 

3.1. Protocol 

A cold-pressed lime oil (A.M Todd Co., 
Kalamazoo, MI, USA) was diluted lo-fold with 
HPLC-grade methylene chloride (Fisher Scien- 
tific, St. Louis, MO, USA). The mixture was 
stored in the refrigerator when not in use. 

Chromatograms of this mixture were de- 
veloped on a 30 m x 0.320 mm I.D. DB-1701 
fused-silica capillary (J & W Scientific, Folsom, 
CA, USA) having a phase thickness of 0.25 pm. 
The capillary was incorporated into a Shimadzu 
GC-9AM modular gas chromatograph (Colum- 
bia, MD, USA) equipped with flame ionization 
detection (FID) and a SPL-G9 split-splitless 
injector. The electrometer output was sent to a 
CRdA integrator (Shimadzu) for digital process- 
ing, as detailed below. 

Two of four possible amplifications of FID 
current by the electrometer were used in this 
study. The full-scale electrometer currents at 
these amplifications were 10 and 100 pA; the 
chromatograms so developed will be designated 
lo-pA and lOO-pA chromatograms. The other 
two amplifications generated either too few or 
too many maxima for interpretation. In the 
former case, too few (e.g., 20 or less) were 

detected to obtain reliable statistics; in the latter 
case, the saturation (Y substantially exceeded 0.5. 

For both amplifications, 15 replicate chro- 
matograms were developed as outlined below 
over a two-day period. The short interval of time 
favored the development of highly reproducible 
chromatograms, which was essential to our pur- 
pose. Thus, a total of 30 chromatograms (15 
chromatograms per amplification x 2 amplifica- 
tions) was generated. 

Each of these chromatograms then was pro- 
cessed repetitively by integrator software to 
generate files of retention times for statistical 
interpretation. Two of four adjustable integrator 
parameters were varied. The width parameter 
was fixed for all chromatograms at 5 s to reduce 
noise, and the baseline-drift parameter was set to 
its default value. In contrast, the area threshold 
A, was varied over the four values, 5, 50, 125 
and 625 PV s, and the slope threshold S, was 
varied over the four values, 200, 400, 600 and 
800 PVlmin. For any chromatogram, the re- 
tention time of a maximum was recorded, only if 
the experimental slope and area exceeded S, and 
A,, respectively. For each amplification, each of 
the 15 replicate chromatograms was processed at 
all 16 possible combinations of S, and At, such 
that 16 x 15 = 240 retention-time files were ob- 
tained. These combinations of S, and A, will be 
represented here by the coordinates, (S,, A,). 
Thus, a total of 480 retention-time files were 
generated (240 files per amplification X 2 amplifi- 
cations). 

Precautions were taken to minimize the detec- 
tion of spurious maxima. To ensure that solvent 
impurities were not detected as maxima, the 
solvent periodically was chromatographed at the 
most sensitive coordinate, (200, 5). No maxima 
were detected, other than the solvent peak. In 
addition, for any new coordinate, the capillary 
first was programmed through its temperature 
sequence to verify that no maxima were detect- 
able. This precaution also was carried out at the 
beginning of each day. 

The data acquired by the integrator were 
converted to ASCII files of the digitized chro- 
matogram and retention times by Chromatopac 
data archiving utility (Shimadzu). These files 
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were downloaded to a 386 PC compatible com- 
puter (Northgate Computer Systems, Min- 
neapolis, MN, USA) and then transferred to a 
Macintosh SE (Apple Computer, Cupertino, 
CA, USA) for editing, graphing and analysis. 
The communications software between the PC 
and Macintosh computers were PROCOMM 

PLUS (DataStorm Technologies, Columbia. 
MO, USA) and VersaTerm (Synergy Software, 
Reading, PA, USA). 

3.2. Chromatography 

The chromatographic conditions were: carrier, 
helium at average flow-rate of 4.25 ml/min 
(range, 4.23-4.32 mlimin); split flow, 42 ml/ 
min; purge flow, 2.1 ml/min; make-up gas, 40 
ml/min; air flow-rate to FID, 320 ml/mitt, hy- 
drogen flow-rate to FID, 35 ml/min; injector and 

detector temperatures, 270°C; and sample size, 
0.2 ~1. The split-splitless ratio was controlled by 
and measured from the chromatograph. The 
carrier flow-rate was reproduced closely to en- 
sure that the maximum slope of a given peak 
varied little among replicate chromatograms; 
such variation might have affected the number of 
detected peaks. 

An empirically determined series of heating 
rates was used to develop chromatograms con- 
taining randomly distributed SCPs at the most 
sensitive (S,, A,) coordinate, (200, 5), and the 
lo-pA amplification. The temperature program 
developed at flow-rate F = 4.25 ml/min was: 
isothermal period, 65°C for 2.82 min; first ramp, 
10.6”Cimin to 95°C; second ramp, 21.4”C/min to 
120°C ; third ramp, 3.@C/min to 140°C; isother- 
mal period. 140°C for 4.71 min; fourth ramp, 
40”C/min to 220°C; isothermal period, 220°C for 
9.41 min. The purpose of the final ramp was to 
flush high-boiling components from the capillary. 
The fraction of the chromatogram interpreted 
statistically is shown in Fig. 1. 

We note in passing that theory was developed 
recently to circumvent the need of developing 
elution patterns consistent with constant-density 
Poisson statistics [15]. The theory shows much 
promise in statistically interpreting chromato- 
grams more simply than performed here. How- 
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Fig. 1. Region X of lime-oil chromatogram interpreted by 

graphs of In p’ vs. x;iX. 

ever, the present study was initiated prior to this 
development. 

3.3. Computer simulations 

To add credibility to our interpretation, com- 
puter-simulated chromatograms were generated 
and interpreted by an algorithm superficially 
similar to that of the integrator. The retention- 
time sequences so generated then were inter- 
preted by Eq. 1 as were the experimental se- 
quences. The standard deviation of SCPs in 
these simulations was set arbitrarily to 2 s. The 
amplitudes of chromatograms were computed at 
intervals of 0.5 s to mimic the integrator’s 
storage of digitally smoothed data at intervals 
equal to l/lOth of the width parameter (equal to 
5 s; see above). Other details are deferred to the 
Results and discussion section. 

It is important to recognize that we did not 
attempt to reproduce by simulation the ex- 
perimental chromatograms exactly. Such a re- 
production is not possible. In the experimental 
chromatograms, for example, SCP widths change 
systematically with changes in heating rate, and 
detailed theory is needed to model this variation. 
Even if this modeling were implemented, the 
SCP amplitude distribution is unknown, and 
consequently the relative amplitudes one should 
assign SCPs are unknown. Furthermore, baseline 
drift and noise are present in experimental 
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chromatograms but not the simulated ones. 
Instead, what we sought to verify by simulation 
was that the experimental variation of p, and 
m aYe with S, and A, was an expected and 
reasonable result and not an artifact of our 
interpretation. In other words, we sought trends, 
not an exact agreement. 

The following “rules” were adopted to mimic 
an integrator: 

(a) A maximum was judged as detectable if 
and only if the slope on its front edge exceeded 
S,, if the absolute value of the slope on its back 
edge exceeded S,, and if the slope at one or 
more subsequent points on its back edge ex- 
ceeded -S,. Maxima that did not satisfy all these 
conditions were ignored. 

(b) For each maximum, the integration limits 
were chosen from among the 10 amplitudes 
preceding (on the front edge) or following (on 
the back edge) the point at which the slope 
threshold was crossed. Among those values, the 
limit was identified with a valley between two 
maxima, a return to baseline, or the 10th value. 
The use of 10 values was not arbitrary but 
mimicked the integrator. Areas were evaluated 
with Simpson’s rule. 

(c) If the area of the maximum exceeded At, 
then the retention time was recorded. The re- 
tention time was determined by parabolic inter- 
polation of the local maximum amplitude and 
the two adjacent amplitudes. If more than one 
maximum was found (a rare occurrence), then 
the retention time of the largest maximum was 
recorded (this action also mimicked the inte- 
grator) . 

The recorded retention times comprised the 
retention-time file for that simulated chromato- 
gram. 

3.4. Analysis of retention-time files 

The retention-time files of both experimental 
and simulated chromatograms were interpreted 
by a series of FORTRAN programs written in 
Language Systems FORTRAN (Language Sys- 
tems Corp., Herndon, VA, USA) and executed 
on an SE Macintosh (Apple) or Outbound 
Macintosh. The first program generated the data 
pairs, (&lx, In p’), for graphs of In p’ vs. x:/X; 

the second computed values of m,,, mi”, and 
in __; and the third generated simulated chro- 
matograms for purposes of comparison to ex- 
perimental ones. The third program was exe- 
cuted only periodically to verify a resemblance 
between experimental and simulated chromato- 
grams. 

For both experimental and simulated chro- 
matograms, graphs of In p’ vs. x;lX and plots of 
simulated chromatograms were generated with 
KaleidaGraph (Synergy Software). Each graph 
of In p’ vs. x;lX was examined to exclude from 
the fitting those coordinates at small x;lX values 
that did not fall on a straight line. Three-dimen- 
sional graphs were generated with DeltaGraph 
Professional (DeltaPoint, Monterey, CA, USA). 

4. Results and discussion 

4.1. Dependence of In p’ graphs on A, and S, 

Fig. 2 shows graphs of In p’ vs. x:/X de- 
veloped from the lo-pA chromatograms at vari- 
ous coordinates (S,, A,). The numbers p, of 
maxima recognized by the integrator varied from 
58 to 85; the numbers mave of components 
detected by the integrator varied from 102 to 
171. The circles represent experimental data; the 
filled circles represent data fit to Eq. 1 by least- 
squares theory; the solid lines represent theoret- 
ical fits. Although chromatographic conditions 
were chosen to develop linear graphs only at the 
most sensitive coordinate, (200, 5), the graphs 
are fairly linear for all coordinates. From the 
graphs alone, one cannot tell that approximately 
one-third of the maxima detectable at the small- 
est (S,, A,) coordinate are not detected at the 
largest (S,, A,) coordinate. 

4.2. Experimental variation of mnve with S, and 

A, 

In Fig. 3a and c three-dimensional graphs are 
shown of the average numbers p,,, of maxima 
determined from lo- and lOO-pA chromato- 
grams, respectively, vs. S, and A,. Here, p,,., 
represents the mean number of maxima deter- 
mined from 15 replicate chromatograms by inte- 
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Fig. 2. Graphs of In p’ vs. xA/X developed from lo-pA chromatograms interpreted at different (S,, A,) coordinates. All symbols 

represent experimental data; filled symbols represent data fit to Eq. 1; solid lines represent theory. 
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Fig. 3. Graphs of the average number 5, of maxima vs. S, and A, in the (a) lo-pA and (c) NO-pA chromatograms. Graphs of the 
average number ?ii,,, of components calculated from Eq. 1 vs. S, and A, for the (b) lo-pA and (d) lOO-pA chromatograms. Each 
datum represents the average of p, or mrvc determined from 15 replicate chromatograms. 

grator software at any coordinate, (S,, A,). 
Unsurprisingly, this number decreases with in- 
creasing S, and A, and with increasing full-scale 
current output. In Fig. 3b and d three-dimen- 
sional graphs are shown of the average numbers 
m aYe> computed from these chromatograms with 
Eq. 1, vs. S, and At. Here, Z,,, represents the 
mean number of components estimated from the 
15 retention-time files processed at the coordi- 
nate, (S,, A,). In general, these estimates track 
the variation of ji, with S, and A,, but this 
tracking is only roughly proportional. 

For example, in Fig. 4a and b graphs are 
shown of the ratio p,,, / Z,,, , computed from the 
data comprising Fig. 3a-d. In both figures, this 
ratio is about 0.58-0.60 for small values of S, 
and At but varies with increasing S, and A, (it 
usually increases). In particular, the P,lY%,,, 
ratio at A, = 625 is quite large for the lOO-pA 
chromatograms. In general the rate of increase is 
larger for the lOO-pA chromatograms than for 
the lo-pA chromatograms. 

4.3. Generation and analysk of computer- 
simulated chromatograms 

To lend credibility to these observations, com- 
puter simulations were generated and inter- 
preted by an algorithm mimicking the digital 
integrator. These simulations were generated to 
gauge if the graphs in Fig. 3 reflected realistic 
and expected experimental behaviors, as op- 
posed to artifacts. 

A brief outline of these simulations’ genera- 
tion is given here. The simulatory equivalents of 
S, and A, corresponding to the experimental 
coordinate, (800, 625), were determined for both 
the lo- and lOO-pA chromatograms, such that 
the numbers of maxima in the simulatory and 
experimental chromatograms were identical at 
this coordinate. All remaining simulatory S, and 
A, values then were scaled relative to these 
values and their experimental counterparts. To 
implement the scaling, however, the true num- 
ber of components, corresponding to what one 
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lo-pA data lOO-pA data 
Fig. 4. Graphs of the ratio F,,,/E,,, vs. S, and A, for the (a) 10-pA and (b) 100-pA chromatograms. 

would detect at S, = 0 and A, = 0, was required. 
This number was estimated very simply from the 
data by appropriate expansions. 

The normalization of simulations for the lo- 
pA chromatograms is described here in some 
detail. A first-order estimate of m was made by 
extrapolating via two-dimensional Taylor-series 
expansions [16] the m,,, values in Fig. 3b to the 
coordinate, (0, 0), the coordinate at which all 
components would be detected. A similar ex- 
trapolation was made for the p, values in Fig. 
3a. The extrapolated iii,“, and p, values were 
163.2 and 92.2, respectively. This value of Gi,,, 
then was corrected for the deterministic error 
resulting from saturation. This error depends on 
the SCP amplitude distribution; evidence exists 
that this distribution is approximately exponen- 
tial [17]. Relative to the coordinate, (0, 0), N 
was calculated from Eq. 2 as -1n @, / Z,J = 
-1n (92.2/163.2) = 0.571. As shown elsewhere, 
the approximate percentage error PE expected 
in m under these conditions is [3] 

PE = lOO(+ - 1) 

= 108.8a2 - 173.la + 49.7 (3) 

From Eq. 3, a corrected estimate of m, equal to 
189, was calculated. This value was interpreted 
as the best estimate of m as S, and A, approach 
zero. 

To determine the simulatory thresholds corre- 
sponding to the experimental coordinate, (800, 
625), the average number of maxima in 50 
simulations containing m = 189 SCPs with ex- 
ponential amplitudes and a mean amplitude of 
10 units was determined for various arbitrary but 
proportional S, and A, values. These thresholds 
were increased systematically from zero, until 
the average number of maxima (here, equal to 
63.0) determined from the simulations equalled 
that determined at the experimental coordinate, 
(800, 625). These thresholds were increased 
proportionally, such that the ratio A, /St 
equalled 46.9 s’, the ratio determined by the 
coordinate, (800, 625) [i.e., 625 PV s/(800 pVi 
min. 1 min/60 s) = 46.9 s’]. It was found that 63 
maxima were detected in the simulations, when 
A, = 43.75 unit. s and S, = 0.933 unit/s (or 56.0 
unit/min). The remaining simulatory At and S, 
values then were scaled relative to these values, 

e.g., the simulatory area threshold corre- 
sponding to A, = SO FV s was calculated as (501 
625)43.75 = 3.5 unit. s. 

In Fig. 5a and b three-dimensional graphs are 
shown of the average numbers p, of maxima and 

%“, of detected components, respectively, de- 
termined from 15 computer simulations vs. the S, 
and A, simulatory thresholds. The number of 
simulations interpreted at any (S,, A,) coordi- 
nate was identical to the number of interpreted 
experimental chromatograms. Unlike for the 
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Fig. 5. Graphs of the average number 5, of maxima vs. S, and A, in scaled computer simulations of the (a) lo-pA and (c) NO-pA 
chromatograms. Graphs of the average number m,,, of components calculated from Eq. 1 vs. S, and A, for scaled computer 
simulations of the (b) IO-PA and (d) lOO-pA chromatograms. Each datum represents the average of p, or msvc determined from 
15 computer simulations. Values of S, and A, were determined by simulation. 

experimental chromatograms, however, the 
simulations were not replicates but rather were 
generated from different sequences of retention 
times and amplitudes (replicate simulations sim- 
ply would have generated identical p, and maYe 
values). The (S,, A,) coordinates reported in the 
figure differ from their experimental counter- 
parts, because of scaling. However, the p,,, and 

rnzl”, axes in Figs. 3a and 5a, and 3b and 5b, are 
scaled identically to facilitate easy comparison. 
This comparison shows that experimental and 
simulatory graphs of P, and Zi,_. vs. S, and A, 
are qualitatively identical and quantitatively 
similar. Some differences do exist; in particular, 
m ave values for the experimental lo-pA data 
increase slightly for large S, and small A, values, 
in contrast to the results from simulation. Most- 
ly, however, a good agreement exists. 

Indeed, in light of all the assumptions we were 
forced to make in generating the simulations, 
and also of the fact that p,,, was “fixed” at only 
one of the 16 (S,, A ,) coordinates and m,,, was 

“fixed” at none of them, the agreement is 
actually quite profound. The agreement strongly 
suggests that the trends illustrated in Fig. 3a and 
b are real. 

The lOO-pA chromatograms were mimicked 
similarly. The first-order estimates of Z,,, and 
5, at the coordinate, (0, 0) were again de- 
termined by Taylor-series expansions and were 
130.2 and 70.0, respectively, with (Y = 0.619. This 
estimate was corrected for saturation to the 
value, m = 154. The simulation thresholds S, and 
A, corresponding to the experimental coordi- 
nate, (800, 625), were determined as before and 
were 156.0 unit/min and 121.88 unit * s. These 
thresholds are larger than for the lo-pA data, 
because more maxima (and thus more maxima 
having small areas) existed in that case. Fig. 5c 
and d are three-dimensional graphs of 5, and 

%“, determined from these simulations. As 
before, a strong correlation between the results 
of simulation and experiment (cf. Fig. 3c and d) 
is observed. 
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We note that it would have been desirable to 
interpret at least a fraction of these simulations 
by the integrator software itself to test the 
integrity of our in-house algorithm. Unfortuna- 
tely the integrator software generates a propriet- 
ary binary code, whose encryptation we could 
not break. 

general, the behavior occurs because the detect- 
able maxima density, which is Poisson at small 
(S,, A,) coordinates, is distorted by the exclusion 
of maxima at large (S,, A,) coordinates. 

4.4. Interpretation of results 

Two observations can be made with respect to 
these experiments, analyses, and simulations. 
Prerequisite to these observations are the pos- 
tulates that detectable SCPs are Poisson distrib- 
uted, LX is sufficiently small that reliable mave 
values can be calculated from graphs of In p’ vs. 
x,!,lX, and detectable SCPs may not be detected, 
if integrator thresholds are sufficiently large. 
Further, we presume that the value of neither p, 
nor %i is as important as the ratio, p, I Fi, which 
is a measure of the extent of separation [18]. 

The above assertion that p, / 76 is identical for 
all maxima applies, if one considers only the 
Poisson distribution of components along the 
time axis. As shown by others [17,19]. the 
probability that a peak is chemically pure actual- 
ly depends on amplitude; in particular, small 
peaks are more likely to be pure than peaks of 
intermediate size. This finding does not explain 
our data, however, since the integrator’s failure 
to detect small pure (or nearly pure) peaks 
should cause p, to decrease more rapidly than 
Gi, when p, << 6. In fact, the opposite behavior 
is observed, i.e.. % decreases more rapidly than 

P ItI’ 
Thus it appears that experimental conditions 

The first observation is that the probability 
p, / 7% that any detectable maximum is an SCP is 
identical for all maxima and that this probability 
is not altered by the exclusion of maxima from 
detection by high thresholds. Thus, the actual 
p,liZ ratio for a chromatogram does not 
change, even as maxima are excluded from 
detection; both maxima and components are 
excluded proportionally. The second observation 
is that approximation of p, I Gi by p, lmave can 
be erroneous, if the maxima distribution from 
which mave is calculated via In p’ vs. x5/X graphs 
is distorted by the selective exclusion of maxima. 
Thus, even though p,lFi is constant, the 
measurable ratio p, / FE,,, can vary, and mislead- 
ing conclusions can be drawn about the extent of 
separation. 

consistent with development of Poisson-distribut- 
ed retention times are restrictive not only in 
terms of chromatographic specifics (e.g., tem- 
perature program and flow-rate) but also detec- 
tive specifics (e.g., S, and A, thresholds). In 
other words, the alteration of integrator thres- 
holds can distort significantly a Poisson distribu- 
tion that was established at other thresholds. 
This study shows that only minor threshold 
adjustments can be made without distortion. 

From this study. one can conclude that inte- 
grator thresholds cannot be adjusted extensively, 
once separation conditions are found to develop 
a Poisson distribution. The converse also is 
likely; i.e., separation conditions cannot be sub- 
stantially altered, once integrator thresholds con- 
sistent with a Poisson distribution are adopted. 
This imposes some difficulties on systematic 
investigations by the SMO and other statistical 
theories. 

These behaviors are evident in our experimen- An illustration of the converse scenario is 
tal results. At sufficiently small (S,, A,) coordi- reported here. To test a new theory of overlap 
nates, p, I Gi,,, is about 0.6 for both lo- and that relaxes the constraint of randomness from a 
100-pA chromatograms, even though p,, differs global to a local domain [15], gas chromatograms 
by about 26 between the two chromatogram sets. were developed at simple heating rates r be- 
For larger coordinates, however, p, / Z,,, varies tween 2 and 10”Clmin [20]. Instead of sys- 
systematically (it usually increases) for both the tematically decreasing because of non-equil;b- 
lo- and 100-pA chromatograms. The reasons for rium effects, p,, initially increased with r and 
this behavior are not understood at this time. In decreased only when r exceeded 7”C/min. The 
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anomalously detected maxima all had small areas 
(e.g., < 500 FV s) and most probably were 
detected, because they eluted rapidly enough at 
high heating rates to cross an S, threshold not 
crossed at lower heating rates. Since Zi increases 

as P, increases, the anomalous detection of 
these maxima complicated the testing. 

It is ironic that very small maxima, which 
often are of little or no interest, cause these 
difficulties. Fortunately, they cause complica- 
tions only if one systematically varies separation 
conditions. At any single (St, A ,) coordinate, 
conditions appropriate to the SMO can usually 
be found. One should bear in mind, though, that 
those conditions are detective as well as separat- 

ory * 

5. Conclusions 

This paper shows that the number of com- 
ponents predicted by the SMO is a relative and 
not absolute quantity, because it is estimated 
from only those maxima recognized by the 
integrator. This number, in turn, varies with 
conditions of signal processing. Maxima that are 
not detected, or that are detected but are ig- 
nored by processing software for one or more 
reasons, make no contribution to the interpreta- 
tion . 

It is clear that a systematic protocol for adjust- 
ing integrator thresholds must be developed, if 
their effects on estimates of m and other statisti- 
cal parameters are to be isolated from effects 
due to separation conditions. This may prove to 
be a formidable challenge. Nevertheless it is 
necessary for systematic studies of the kind 
pursued by this group. 

It should be noted that other integrator pa- 
rameters, e.g., baseline drift, width, etc., also 
are adjustable. The importance of these parame- 
ters, however, is secondary to that of slope and 
area thresholds, as indicated by the close agree- 
ment between experiment and simulation. 

Other factors may be relevant in some in- 
stances. If one were interested in trace analysis, 
for example, one might normalize all peak areas 
to the area of the largest peak. Relative to the 

study reported here, fewer maxima would be 
detected at a given (S,, A,) coordinate, since 
peak area is smaller. This coordinate itself also 
could be scaled, however, such that the area 
normalization had no effect. Clearly, the results 
one obtains from any experiment will depend on 
the magnitudes of the signal, S,, and A,. How- 
ever, only a relative, and not absolute, mag- 
nitude is important, as also was demonstrated by 
the computer simulations. 

Finally, this study calls into question a guide- 
line suggested in previous publications for gaug- 
ing chromatographic saturation by comparing 
experimental chromatograms to published simu- 
lated ones [14]. In such simulations, all visible 
maxima contribute to saturation, but in an ex- 
perimental chromatogram, only detected max- 
ima contribute to saturation. Specifically, max- 
ima that are visible to the eye but are not 
detected by an integrator create a misleading 
impression of high saturation. The converse also 
is true; maxima that are detected by an inte- 
grator but are not visible to the eye create a 
misleading impression of low saturation. The 
only way this guideline can be applied correctly 
is to attenuate or amplify a chromatogram to a 
level where maxima that are not detected by the 
integrator are not visible and maxima that are 
detected are visible; for practical reasons, this is 
not always possible. 
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